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The core of our methodology has three components:
● iOS app to capture data for neural rendering with ARKit
● Pipeline to train 3DGS models for real-time rendering
● SuGaR mesh extraction system to retrieve textured meshes
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● We successfully developed a pipeline for 3D Gaussian-enabled mesh extraction via a mobile app, 
achieving high-quality 3D scene rendering and integration with the SuGaR system.

● Future efforts will focus on automating the mesh refinement process within the pipeline, enabling 
more efficient and sophisticated object-specific mesh extraction from scene data.

We present a method to enhance the practicality of radiance fields for real-time mesh-extraction 
applications on mobile platforms. While Neural Radiance Fields (NeRF) [1] offer photorealistic scene 
rendering, their computational intensity hampers real-time execution in environments lacking 
compute resources, such as mobile devices. By leveraging 3D Gaussian Splatting (3DGS) [2], we 
address the computational challenges associated with NeRF, enabling photorealistic scene rendering 
on resource-constrained platforms. Then, by utilizing the SuGaR 3D mesh reconstruction pipeline [3], 
we extract textured meshes ready to render for downstream applications, such as AR/VR gaming.


